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ABSTRACT

When investigating the detection performance of a passive
homing torpedo used against shallow draft surface ships,
certain environmental factors such as the rough sea surface
and the bubble-dominated inhomogeneous layer near the sea
surface have to be considered. This thesis attempts to gain
some insight into the behavior of a homing torpedo system
during its critical attack phase, as well as getting some
indications of the relative importance of the scattering
mechanisms and the induced tactical limitations. An ideal-
ized propagation model was used as reference of comparison.
For a given sea state and target speed the results stress
the importance of low operating frequency as well as a high
maximum turn rate. They also point to the importance of
having a search depth below the bubble-dominated subsurface
layer, and a variable speed capability during the torpedo's

attack phase.
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I. INTRODUCTION

The following analysis examines several factors that
limit the detection performance of a passive homing torpedo
with the mission objective of countering shallow~draft
targets in Norwegian coastal waters. Generally, these
factors can be divided into three main groups:

-Environmental factors in the ocean

-Electrical mechanical and hydrodynamical factors in

the torpedo system

-The users tactical situation
The factors that are generated in the ocean itself are the
principal subject of this analysis. As our interest is
confined to the layer immediately below the surface of the
ocean, later called the subsurface ocean layer, the main
factors affecting the sound propagation are:

-Scattering and absorption due to the bubble-dominated

inhomogeneous subsurface ocean layer.

-Scattering from the rough sea surface
The concentration of air bubbles and the roughness of the
sea surface are determined by the windspeed. The effective-
ness of both these scattering mechanisms depends on the
frequency of the incident wave and the geometry of the

source and receiver. The following analysis is limited to
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high frequencies in the region of 30-60 kHz which are
characteristic of existing torpedo systems. At high fre-
quency and low grazing angles for the incident and
received signals, the phenomena of "shadowing" of the
surface by other parts of the boundary occurs. Under
these conditions, the effect from the inhomogeneous sub-
surface ocean layer becomes increasingly important. Ob-
viously both the above mentioned scattering mechanisms are
present simultaneously. Often these two effects cannot be
resolved either theoretically or experimentally, as any
signal with a finite duration will be scattered from the
space near the surface simultaneously with that from the
sea surface itself.

In order to adequately describe the scattering mech-
anisms, this analysis starts with a presentation of the
oceanographic background material for:

-Typical windspeed and wave height

~Typical sound speed profiles

-Density and distribution of air bubbles in the sub-

surface layer

-Statistical description of the sea surface
The analysis proceeds by separately estimating the effect
of:

-Scattering from a randomly rough surface

-Scattering and absorption caused by an inhomogeneous

subsurface layer,
13
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and comparing their relative importance. The method
employed for these estimations is an approximation that
is a combination of both ray and wave theories. Ray
methods are used to follow the acoustic signal from its
source to the vicinity of the scatterer. Wave theory is
used to calculate the actual scattering process. Finally,
ray theory is again used to follow the scattered signal
to the receiver.

An idealized propagation model consisting of an iso-
tropic stratified medium will be used as reference of
comparison. This model is founded on:

-A noise source from a cavitating propeller blade.

-The operational characteristics for a square law
detector (ROC-curves).

-A transmission loss model based on geometrical
spreading and absorption losses in homogeneocus sea
water.

In this analysis, the passive sonar equation is used to
predict the performance of the homing system. The detec-
tion range encountering the two scattering effects will
be obtained from the sonar equation and compared to the
detection range based on the reference model. Thus, the
difference in ranges at which the homing device just
acquires the target with and without scattering is a

measure of efficiency.

14
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II. SCENARIO AND TORPEDO RUN GEOMETRY

In the Norwegian coastal waters, the primary mission of
a torpedo system is to counter an amphibious force consist-
ing of escorts, supply ships, /- 1d shallow~draft landing
crafts. Typical characteristics of these three ship
types are as.follows:

Supply ships:
l -Displacement 5000 tons

~Length 100 m.
-Draft 6 m.

-Speed 15-20 kts.
Escort ships:
-Displacement 2000-3000 tons
~Length 85 m.
-Draft 3 m.
-Speed 35 kts.
Landing craft:
-Displacement 1000 tons
-Length 80 m.

-Draft 2 m.

-Speed 18 kts.
In order to simplify this analysis, moderate sea states (SS 3)

are assumed. Since "moderate" wave heights of two meters

15

AR o 50 it A A SN AR AT R DU AN, . 3 -1 1. s 2 s b Vel 1

‘t




B e

e T

— gy T s e e oo e —

are appreciable when compared with the two-meters draft

of the landing craft, the possibility of an acoustic torpedo
impacting the target at a depth of two meters is very remote
without the use of an influence exploder.

Two relevant search and attack schemes will be con-
sidered. These are illustrated in Fig. 1 together with the
operation of the influence exploder. From target valida-
tion to completion of terminal attack, the torpedo contin-
uously tracks in the azimuth plane. 1In Case A, ascent is
inhibited after enable. For Case B, ascent is inhibited
after the torpedo reaches terminal attack depth.

An assumed attack depth of six meters is consistent
with the activation range of influence exploders and is
deep enough to preclude wave or "free surface" induced
disturbances of the torpedo. Success of the attack depends
primarily on the availability of maintaining azimuth-plane
steering to within a short horizontal range of the target,
and the subsequent operation of the influence exploder.

Case A is of particular interest to this analysis, as
both the search and attack-depth are within the subsurface

layer.
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III. OCEANOGRAPHIC BACKGROUND MATERIAL

The oceanographic background for predicting typical
and extreme conditions of

-wind speed

-wave heights

-bubble densities and distributions

-ambient noise versus self noise

-sound speed profiles
are outlined in detail in Appendix A. Even though most
data have beneral validity for Norwegian coastal waters,
the region above 68°N are of particular interest. Thus,
a typical area combining open as well as confined waters
can be represented by "Andfjord" at 70°N, where the oceano-
graphic conditions can be related to the weather station
"andenes," see Fig. 2.

Figures 3 and 4 [Ref. 1] show average windspeed and
the occurrence of significant wave heights as a function
of time of year at weather station "Andenes," respectively.
The bulk of data is centered around a windspeed of
Beaufort:4-5 (11-21 kts) and SS:3-4 (significant wave heights:
1-2 m). Table I gives the relationship between SS, wind-

speed and expected significant wave heights.
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TABLE I

RELATIONSHIP BETWEEN SEA STATE (SS), WIND SPEED,
AND EXPECTED SIGNIFICANT WAVE HEIGHTS (Hs)

Class Significant Wave Height
Number in m
SS Hg
0 0
1 0 - 0.1
2 0.1 - 0.5
3 0.5 - 1.25
4 1.25 - 2.5
5 2.5 - 4.0
6 4.0 - 6.0
7 6.0 - 9.0
8 9.0 - 14.0
9 >14
18
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This, together with the low probability of having an
amnibious operation occurring in high sea states (SS>5)
justifies the assumption of moderate sea state with wind-
speed in the region of 12 kts and wave heights of 2 m.

The bubble data distribution taken from Ref. 2 was
obtained in the area "Tromsé" - "Bjdérnéya" during the
period June-November 1978. These data correlate very well
with a larger body of data obtained by H. Medwin [Ref. 3].

Figures 5, 6 and 7 [Ref. 2] show the density of resonant
bubbles as a function of depth with windspeed as parameter
for the 12,38 and 120 kHz. As seen from these figures,
the number of resonant bubbles are an increasing function
of frequency and windspeed, and a decreasing function of
depth. Below a depth of approximately 15 m, the number of
bubbles is negligible for the windspeed of interest.

The effect of SS (windforce) on the ambient noise level
is given in Fig. 8 [Ref. 4]. Shallow coastal Norwegian
waters are typically 5-10 dB noisier than the corresponding
deep water. However, great variability caused by local
ship traffic, fishing fleet activity, marine life and
local wind conditions makes ambient noise prediction diffi-
cult in these areas. This means that for accurate modeling,
ambient noise prediction have to be done at each location
as its level is both site and time dependent. However,

Fig. 8 shows that for frequencies higher than 50 kHz, the

19
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effect of windforce on the ambient noise level decreases
to a lower bound determined by the thermal agitation. |
Based on the above discussion and experience related to
noise levels for torpedo systems, the self noise will be
assumed to be dominant through this analysis.

Figure 9, obtained from Ref. 5, shows that the sound
speed profiles usually encountered in the area of interest
results in extremely difficult sonar conditions. This is
illustrated in Figs. 10 and 11, which show worst-case ray
path derived from Fig. 9. In addition, the presence of
bubbles in the subsurface layer causes the sound speed to
be a function of frequency. The above two factors may
frequently be the ones limiting the detection range of the
torpedo. These effects can be minimized by selecting an
appropriate search depth for a particular sound speed
profile. 1In addition, for Case B the corresponding curved
homing trajectories in the pitch plane give an error in
apparent range to target. This effect will normally be
taken into account by devising appropriate attack logic

which is outside the scope of the present analysis.

20




IV. THE PASSIVE SONAR EQUATION

A measure of efficiency for a passive homing torpedo

is the detection range obtained by solving the passive

sonar equation for broadband noise:

where

SL+101logB-TL (geom) ~aR+DI-NL-DT=0 (1)

SL

DI

NL

DT

spectral level of the broadband noise

radiated by the target (in dB re luPa/lHz at
1m).

detection range {(in m).

attenuation coefficient at the center frequency
(in 4B/m).

receiving sensitivity (directivity index)

(in dB re lyuPa).

noise level at the receiver in the bandwidth B
(in dB re lyPa).

detection threshold; the signal to noise ratio
at the transducer output required for a de-
tection probability of Pp and associated false

alarm probability Pra (in 4dB).

21
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V. REFERENCE MODEL

A. INTRODUCTION

In order to produce the reference for the analysis
the sonar equation is solved assuming ideal free-field
conditions, a simple noise source model, and a generalized

square-law detector.

B. IDEALIZER TRANSMISSICON LOSS MODEL

Because the presence of refraction, scattering, and of
ocean boundaries, free-field conditions associated with
homogeneous (isovelocity) and unbounded medium seldom
exist in the sea. However, as a basis for comparison,
the ubigutuous spherical spreading law plus an added loss
term due to "normal absorption" can be used as a reference
model for measuring the effects of the previous mentioned
scattering and absorption mechanisms. Thus, the reference
transmission loss model can be expressed as:

TL=20logR + aR (2)

where the absorption coefficient, expressed in dB/m, can

be obtained from Fig. 14 taken from Ref. 8.

22
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C. NOISE SOURCE MODEL
1. General Characteristics of Noise Sources
Sound is generated in a fluid medium by any process
that causes an unsteady pressure field. Physically processes u
that can cause an unsteady pressure field include:
-Pulsation of a boundary surface of the medium b

-The action of a nonsteady source on the fluid

-Turbulent motion in the fluid

-Oscillatory temperatures
It can be shown, e.g., Ref. 10, that each source mechanism
mathematically corresponds to a dominant order of multipole.
If all sources are of such a nature that their time variation
can be described by a Fourier Integral, it can be shown

[Ref. 10] that the Helmholtz Equation is

2
V2p, (%) + &y p,(x) = -47f (x) (3)
3Q (x) 32T ..
= 2 4+ VeF (X) - mo—as
ot w axiaxj
Term 1 Term 2 Term 3

where the right hand side describes distributed source terms.
The terms on the right hand side of Egqg. (3) have the
following interpretations:
Term l: mass injection
Term 2: external force

Term 3: turbulent shear stress

23
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In the long distance and long wavelength approximation,
it can be shown that the mass injection term gives rise to

a simple source; a zero order pole called a monopole. The

monopole radiates omnidirectional with no angular dependence.

At large distances the pressure field from the monopole
radition is that of a point source. Examples of this are:
~Pulsating bubbles
-Cavitation
The external force, in the long distance and long wave
length approximation, is associated with a dominant dipole
which has a cosine directional pattern. Examples of this
type of radiation is that caused by the vibratory motion
of an unbaffled rigid body.
Radiation from turbulent shear stresses is charac-
terized by a lowest order term of guadrupole nature.
The efficiency of the source terms decreases with
increasing dependence on the spatial derivatives. This
can be understood when recognizing that wave functions of

the general form f(x-ct) have a time derivative
a - -
ls‘Ef(x ct) I = Cft (x-ct) (4)

which is magnitude ¢ (sound speed) greater than the spatial

derivative

3
|§§f(x‘°t)| = £_(x-ct) (5)

24
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Other factors being equal, the radiation from an external
force is small compared to that from mass injection, and
that from turbulent shear stress is the smallest; therefore,
monopole radiation is the dominant term.

Propeller cavitation, when it occurs, is usually
the dominant noise source for any marine vessel. Submarine
and torpedoes often operate at a depth great enough to avoid
cavitation. Surface ships, on the other hand, generally
have well developed propeller cavitation with the result
that their radiated spectrum from 5 Hz to 100 kHz is

controlled by this source.

The basic phenomena of cavitation combined with
propeller hydrodynamics give the fundamental characteristics
of propeller cavitation noise. An excellent qualitatively
discussion of this can be found in Ref. 9:Chs. 7 and 8,
from which the following is extracted:

Propeller blades are rotating twisted wings
that produce hydrodynamic forces. Depending on operating
conditions, they experience cavitation on a number of
different places. Of these there are three prominent types:

-Tip vortex cavitation

-Hub vortex cavitation

-Surface blade cavitation

In addition to the two types of vortex cavitation,

there normally are two types of blade surface cavitation:
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-Back: driving face

-Front: suction surface
Of all kinds of propeller cavitation, surface blade cavi-
tation on the suction surface is normally the most noisy,
while hub vortex cavitation is the least noisy.

2. The Noise Source Model

Due to lack of recorded and available noise data
from the target in question, the noise source has been
generalized on the basis of the following discussion and
assumptions:

The noise source will be build up around a surface
blade cavitating propeller operating in a good to poor
wake; surface cavitation will be assumed to be dominant.

D. Ross [Ref. 9] has developed an approximate
theory for cavitation noise, where dimensional analysis
is combined with the basic results of cavitation theory
that the acoustic pressure is proportional to the product
of the collapse pressure of the cavities and the volume
of cavitation produced per unit time. From this synthesis
it is found that the total acoustic intensity varies as:

3
pobSD(Uti) U U

t 7
I ~K,_. [( ) (72— =1) 7] (6)
t1 r? Ui Yei
where
r = distance of the hydrophone from the source

Kti = the cavitation inception parameter

26

e —

FRE L P

L

IR

Eripmaitiaa S e

s




= blade tip speed

Ut
Uti = blade tip speed for inception of cavitation

This expression shows that propeller cavitation noise power
is proportioﬁal to the total number of blades, b, the blade
chord, s, and to the propeller diameter, D, and is a function
of the tip speed with the dependence on the tip speed being
the strongest. The different blade surface sections where
cavitation exist are uncorrelated and the radiated noise

is treated as a single monopole radiation so that at a
distance r>>a (where a is the characteristic dimension on

the source region) the radiation is similar to that of a
point source with no angular dependence.

Submarines and torpedoes with centerline propellers
have a relatively symmetric inflow condition. Surface ship
propellers, in contrast, operate under nonuniform inflow
conditions. Circumferential wake variation causes the
radiated sound to be amplitude modulated at the blade rate
frequency. Furthermore, slight physical difference
between the blades produces modulation at the shaft rate
frequency. These amplitude variations gives a very
distinct characteristic to the radiated noise that can be
used for classification purposes to reduce the probability
of false alarm.

The most complete source of data on surface ship

radiated noise are measurements made during WWII, reported
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in a compendium issued by the U.S. Office of Scientific
Research and Development (OSRD) in 1945 and declassified
in 1960. When these data are examined the radiated noise
is found to depend on tip speed and the number of propeller
blades with little dependence on the other variables. For
surface ships near cruise speed, the source level for
frequency over 100 Hz can be written as:

SL=SL'+20-201ogf; £>100 Hz (7)
where

f = frequency in Hz

SL'= overall source level in dB re luPa.

The overall level can be expressed as:

SL'=175+601logU /25 +10logb/4 (8)
where

U = nnbD (9)

n = rotational speed (rpm)

D

diameter of the propeller (m).
The above expressions are used as the basis for the noise
model with the following input data:

n = 300 rpm for maximum cruise speed of 15 kts.

n = 180 rpm for a cruise speed of 10 kts.

D=2m.

b = 5.

The resulting noise spectrum, in dB re luPa at 1l m,

as a function of speed in kts. are tabulated in Table II.
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and plotted in Fig. 15. A one sigma region (5 4B of un-
certainty) is incorporated in Fig. 15.

The above noise spectrum estimation agrees very
well in the high frequency limit, with more recent studies
by A. Lovik [Refs. 11 and 12]. Here it is found that the
cavitation spectra, both theoretically and experimentally,
can be divided into four frequency regions, as illustrated
in Fig. 16.

Region I is dominated by noise at the blade fre-
quency and its harmonics. The emitted sound is caused by
the volume variation of the main cavity.

Region II starts at the bubble frequency, which is
the reciprocal of the lifetime of the main cavity. The
mean power level is found to decrease with increasing fre-
quency as £72-3,

Region III is an inter ..'ate region.

Region IV associated with the shock waves starts
at the mean collapse frequency fc' given by the mean
collapse time. The power level is found to decrease as
£72, as in Eq. 5.

The number of gas bubbles in the water have a
pronounced effect on the high frequency cavitation noise
from the propeller. This is illustrated in Fig. 17,
obtained from Ref. 12, where the power is found to decrease

as much as 40 dB with increasing gas content.
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Scaling laws are developed [Ref. 12] for each region
based on a series of models and full scale measurements.

These laws depend on the dynamic pressure induced by the

propeller, the model ratio, and the gas content of the water.
The full scale measurements were performed in cooperation
with the Royal Norwegian Navy and the Marine Institute of
Norway. The model experiments were performed in the largest
cavitation tunnel at the Ship Research Institute of Norway.
In summary, the scaling of cavitation noise was
demonstrated to be a useful tool in predicting a full scale
cavitation noise as shown in Fig. 18 [Ref. 12] which compares
measured noise spectra for the model and full scale
measurements.
For the high frequency region, the source levels
are of the same magnitude as predicted by the WWII empirical

formula.

D. PASSIVE MODE RECEIVER CHARACTERISTICS

1. Asgsumptions

For receiver characteristics assume a square law
detector with a center frequency £f-60 or 30 kHz and a band-
width B. The detection scheme is shown in Fig. 16. The
principal assumptions employed in the derivation are as
follows:

-Gaussian signals in Gaussian noise

-Frequency independent signal and noise spectra
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-Integration time T is sufficiently long to
permit application of the central limit theorem.

2. Derivations

The detector input r(t) is assumed to be a zero-
mean Gaussian process composed of noise alone or signal
plus noise expressed by the two well known hypotheses

Hyr(t)

H] r (t)

n(t) (10)

s(t)+n(t)
where:
n(t): noise signal

s(t): signal.

The two signals s(t) and n(t) are assumed to be independent.

Assume that the spectral shape of s(t) and n(t)
are the same, such that Hy and Hl only differ in the total

power level. Then the detector-smoother have the form:

Out T
t ¢ A K
L _rw | x(8) T/‘(”‘“ K
o
In
Schematic of detector-~smoother
and
x(t) = r2(t) (11)
Furthermore, let the noise variance be normalized to unity
(for convenience) and the signal variance by denoted by g?
Var[n(t) ]=1 (12)
var([s(t) ]=g?
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Because of the assumed similarity in the spectral shapes,
the autocorrelation functions are

R (T)=F '[H(£)]=p(1); N(f) is the noise power (13)

spectral density.

Rs(1)=p(1)02

R (t)= H, e(T)

Hy (1+0%} p (1)
Furthermore, assume that the integration time T is long
enough so the central limit theorem holds, implying that
K also is a Gaussian random variable.

This yields that the probability density function
of the output variable and hence the detection and false
alarm probabilities are completely determined once the
mean and the variance of K are derived.

If a process V(t) is wide-sense stationary, then
T T
E[V(t)]=E%— /V(t)dt =%- /E[V(t)]=v {constant) (14)

Thus, assuming that r(t) is a wide-sense stationary process.

E[K]=E[x(t)]=E[r(t)]=1+0? (15)

and similarly

TT

Var[V]=E[V2]-{E[V]}2=Flz- / E[V(t)V(s)]dtds-v? (16)

00
TT TT

Var[V]=E]-'2- // [Rv(t-s)-\;z]dtds=F12- // Covv(t-s)dtds
0

00
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where Covv(t-s) is a covariance function.

Then letting

T = t=-s
¢ = t+s, and substituting into Eg. (7) yields
s
2T
_1 dzdr i \
Var[V]—sz/govv(r)—1r~ i
o T T

T
Var[Vk% /[l-l%L]CovV(r)dr
~T

Consequently
g l_l
Var[K]-T //’[1 T ]Covv(r)dT
=T

(17)

(18)

Then, evaluating the covariance function from the auto-

correlation function

R (T)=E[x(t)x(t-1)] = E[r?(t)r?(t-1)]

(19)

Since r(t) is Gaussian, the above fourth moment can be

expressed as product and sums of second moments:

Rx(r)=r2(t) s r2(t+1) + 2r(t)r(t=-1) c r(t)r(t-1)

=R;(0) + ZR;(T)

R (T)=(1+0%) 242 (1+0%)? p % (1)
Thus, the covariance function is
= - 2
Covx(r) Rx(T) {E[x(t)]}

=(1+02%) 242 (1+02) p% (1) =(l+0?)?
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Covx(r)=2(1+02)zoz(r) (21)

Inserting Eq. (12) into Eq. (9) yields

T
Var[K]=~,—i',—/{[l--l—;-L] 2(1+0%)%p2 (1)} ar
-7

T
2y 2 2
Var[K]=2(l‘fl? ) / [1~l,;[] o2 (t)dr (22)
=T

If T is large compared to the correlation time

TB>>1

then we can substitute the limit for Eq. (22) by

@«

242
Var[K]= 2—‘%,—*2—1- / o2 (1) drt (23)

-0

= 2Q+a%)? N®(£)af
T
o0

If we further make the assumption that the signal and noise
have ideal flat bandpass spectra:
N(f)= ( 1/2B, £-B/2<f<f+b/2 (24)
{0, otherwise,

Inserting Eq. (24) in Eg. (23) yields

2y 2
var[K]= Ll—"%rl- (25)

The probability density function for the output of the

detector have the following form
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p(wiH,)

|

| i

: 'x

: T i

[ Fn w
a aThreshold

Ho choosen ———|—— H, choosen

Here w is the outcome of all possible signals. The false
alarm probability is obtained by integrating the conditional
probability p(leo) over the outcome space for which to

choose Hl'

o«

J-u
Pra = / p(w|H )dw = Q( %O) (26)
3

Similarity, the miss probability=l-detection probability
is obtained by integrating the conditional probability

p(lel) over the outcome space for which to choose HO.

¥, =3
Py = 1-Pp = /; p(lel)dw = Q( ;1 ) (27)

-0

Further defining the input and output signal-to-noise

ratios as

2
S/N(input) = %T = g2 (28)
(ul—uo)z
S/N (output) = ——p— (29)
g1
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For the square law detector where
uy = Em*(£)] =1, u, = E{r®(t)] =E(K] =l+0® (30)

0,2 = var[a®(t)] = éf, 0,2 = var[r?(t)}

(1+02%)°
BT

Var [K] =
The output signal-to-noise ratio:
2_ 2 4
S/N(output) = Q39 -1 BT g 1)

(L+0%)? (l+0%)?
(=571

The input signal-to-noise ratio:

S/N(input) = g2 (32)
The probability of false alarm}

Ppa = QIvBT(j-1)] (33)
The probability of detection:

py = 1-0[/BT (X92dy) (34)

1l+o

The Equations (32), (33), and (34) are plotted for a
variety of realistically encountered conditions. Figure 17
gives BT versus S/N(in) {identical to the detection
threshold DT) for various combinations of Pp and Ppa-

Figure 18 gives Pp vVersus S/N(in) for various
combinations of the threshold j and Ppa- This constitutes

the ROC-~curves for the generalized square law detector.
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E. REFERENCE DETECTION PERFORMANCE

1. Introduction

As both the scattering and absorption are frequency
dependent, it is necessary to have reference models for both
60 and 30 kHz.

2. 60 kHz Case

The range dependent pnrtion of the sonar Equation (1l):
-20logr-cR
is plotted in Fig. 19 for a=0.021 dB/m taken from Fig. 14.

Figures 15, 17 and 19 are then used to estimate the

detection range:

(a) Select Pps Ppar B, and the integration time T.
The detection threshold DT=S/N(input) is then
found from Fig. 17.

(b) Select the speed of the target and find the SL
from the noise source model (Fig. 15). Then,
reasonable values for the receiver sensitivity
DI and the self noise level NL yields the left
hand side of the sonar equation (1) except for
range dependent term.

(c) Use Fig. 19 to solve the passive equation
for R.

A realistic example may illustrate the above procedure.
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(a)

yields.

(b)

(c)

procedure.

rI-. g o - ey ~

seen from Fig. 18, a probability of false alarm Ppa = 10

Entering Fig. 17 with

Pp = 0.5
Ppp = lO~6

B = 4590 Hz
T = 100 msec

DT = -6.5 dB.
Selecting a target speed of 12 kts. gives
(from Fig. 15) SL=100 dB. Selecting a
typical transducer sensitivity DI = -180 dB.
Assuming the NL to be dominated by self noise
of typical value NL=-124 dB. This yields
SL+10logB+DI-NL-DT=87 dB.
Figure 19 with
-2010gR~0,02R=-87
yields

R=1200 m. for a=0.02 dB/m and f-50 kHz.

The influence of different design parameters like self
noise and detection threshold on the passive detection

performance is now easily investigated by the above

Although outside the main scope of this analysis,

the above statement can be confirmed with an example. As

-6

implies a threshold setting = 0.9 dB above the noise level.
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Due to the variability of the noise level together with

the practical difficulty in accurately setting the threshold,

a more realistic goal for the threshold would typically be

3 dB. Going into Fig. 17 shows that the corresponding value

for DT for Pp = 0.5 is DT = 0 dB, with a corresponding low
value for the Ppa-

Letting DT=0 dB and keeping the previous assumed
values of SL, DI, and NL yields:

SL+101ogB+DI-NL-DT=80.5 dB.

The corresponding detection range is:

R =1000 m, for a = 0.02 dB/m and £ = 60 kHz.
Thus, this change in threshold setting caused a decrease
in detection range from 1200 m to 1000 m in return of a
significant decrease in the false alarm probability.

3. 30 kHz Case

In order to estimate the reference detection range
for an operating frequency of 30 kHz, we utilize the sonar
equation (1).

Assume that the receiver has the same generalized
passive detector characteristics as in the 60 kHz case:

DI = -180 4B

NL = -124 dB.

DT = -6.5 dB, based on py = 0.5 and py, = 1076,

However, the empirical equation (7) for the source level:

SL=SL'+20-20logf
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shows that the source level falls off as £ 2. If the

dynamical and dimensional parameters of the propeller are
the same, SL will increase by +6 dB when the frequency is
reduced from 60 to 30 kHz.

A source level of

SL=100+5=106 4B
gives a range dependent solution of the sonar equation

~-20logR -aR=-87-6 = ~93 dB.

A plot of

-201logR~aR
is given in Fig. 20 for an absorption coefficient a=0.01 dB/m
taken from Fig. 14.

Figure 20 then gives a detection range of

R = 2400 m.
Thus, as seen from these ideal reference calculations,
halving the frequency gives a higher source level and a
lower absorption loss, resulting in a doubling of the

detection range.
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VI. THE EFFECT OF SURFACE SCATTERING

A. OCEANOGRAPHIC DESCRIPTION OF THE SEA SURFACE

The roughness of the sea surface is the essence of
the scattering mechanism. Thus, to adequately describe
the scattering of sound from a randomly rough sea surface,
it is necessary to formulate a suitable description of the
sea surface from an acoustical propagation point of view.

Generally the shape of the rough sea surface is most
appropriately described in terms of time and spatial
dependent random variables. However, observation of the
ocean under the same environmental (meteorological) condi-
tions indicates that the roughness is the same over large
areas and for periods of at least several hours. The
random processes responsible for the structure of the sea
surface, therefore, can be considered stationary at least
over periods of hours. With this assumption, the sea
surface can be described in terms of the statistical
description of the surface displacement function, and the
distribution of signals reflected from the sea surface
can then be related to this probability distribution
function.

The most significant statistical parameters describ-
ing the scattering mechanism from the randomly rough

surface are:
42
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-the mean square slope
-the mean square surface height
-the correlation length.
Optical measurements made at sea by C. Cox and W. Munk
[Ref. 13] showed that the sea surface with an arbitrary
wide continuous spectrum of waves is characterized by a
Gaussian distributed surface slope. The mean square
slope, determined from these optical measurements is
<zl2> = % = (3+5.12w)x10"° (35)
where
W=wind speed in m/s measured 41 ft (12.5 m) above
the sea surface.
The Gaussian distribution of surface slopes implies that
the surface displacement function can be described by a
Gaussian probability density function with zero mean
<g> = 0
and variance
<z> = g?
and Gaussian correlation function
<g(t)g(t+T)>
The mean square height o2, is obtained by integrating the
frequency spectrum of the fully developed sea. The fre-
quency spectrum G is given by the commonly accepted semi-

empirical expression of Piersom-Moskowitz [Ref. 14] as
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2 Q
G() = 2L exp[-8 ??]“
QS

where

Q = frequency (in s-l)

g = gravitational acceleration (in m/s?).
This gives

@€
. 4
g2 =/ c(yag =
0 4392

For a Gaussian autocorrelation function expressed as

_l_ _TZ/ I_.2

2

v(t) = <z(t)g(t+1)>= e

g
where

T = correlation length.

for sea of small roughness

202
Tl

¢ = , see later Eq. (60)

and the correlation length is thus:

g
T = /2 T

44

(36)

a=8.1

B=.74

Q = . -1

= g/W (in s 7).

W=wind speed in m/s at 19.5m above the sea surface

(37)

(38)

The following relationship for the mean square height holds

(39)

(40)
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B. SCATTERING THEORY

All real boundaries are rough for radiation with short
enough wavelength, and the apparent roughness depends on
the "viewing” conditions. The wave reflected by a plane
surface has the same properties as the incident wave since
the radiation is scattered coherently and there is a definite
relation between the incident and scattered waves.

A randomly rough surface, however, such as the wind
generated ocean surface, scatters radiation in all directions,
i.e., an illuminated area is visible from any direction.

Heuristically there are two distinct approaches to this
phenomena.

1. If the boundary is rough most of the radiation is
scattered and there is little transmission in the
specular direction. Thus, the attenuation caused
by the irregularities can be included in the trans-~
mission equation.

2. If the surface is truly smooth, it can be assumed
that the effect of the boundary is to supplement the
original pressure field by an out-of-phase image
contribution. For a randomly rough surface the
reflected sound neither completely cancels the
direct sound nor adds to give +6 dB pressure peaks
of the interference pattern. For a rough surface,

this supplement is a small fraction of the direct

path.
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The second approach will be used with the simplified
assumption that the sea below the surface has an isotropic
statistical description; i.e., the mean acoustic velocity
and the mean density are assumed to be constant and have
negligibly small mean square fluctuations.

The estimation of the scattering is based on an approxi-
mation method employing both ray and wave theory. Ray
methods are used to follow the acoustic signal from the
noise source to the vicinity of the sea surface. Then,
wave theory is used to calculate the scattering process.
Finally, ray theory is used to follow the scattered signal
to the receiver.

The geometry is given in Fig. 24a. The origin of the
coordinate system is at the center of the illuminated area.
The x-y plane coincides with the mean of the rough surface
as averaged over the illuminated area.

The source and receiver are at distances Rl and R2'
respectively, from the origin. Rl is the xz-plane and
makes the angle 91 with the z-axis. R, makes the angle 92
with the z-axis and the projection of R2 on the xy-plane
has an angle 63 relative to the x-axis.

For high frequencies R1 and R, are much larger than
the acoustic wavelength. Then both the incident wave

and scattered waves can be treated as nearly plane waves.
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The formulation of the scattering problem will be
based on the Helmholtz integral which requires known
values of the normal derivatives of the incident and
reflected waves on the boundary. These are estimated
by using the neuristic Kirchhoff's approximation, which
assumes that the wave is locally reflected by a plane
surface; i.e., an approximation restricted to a surface
not too rough and not shadowed.

Further, the receiver derictivity, as indicated by
Fig. 24b, will be used to limit the surface area that is
illuminated.

Since this procedure is based on a detailed develop-
ment by I. Tolstoy and C. S. Clay {Ref. 15}, only the
main points will be outlined here to bring out the assump-
tions made and the inherent limitations of this approach.

The development starts by considering the inhomogeneous

wave equation of the general form:
Vp(X,t) = = ———— = 47 £(X,t) (41)

where
f(§lt) = is a known source distribution.

The development is based on the following initial assumptions:
-The medium is homogeneous.
-The medium is bounded by some surface S, onto which

an incident wave impinges.
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-The boundary is characterized by the specific
acoustic admittance and the shape of the boundary.
-The incident wave is harmonic.
The assumed harmonic source implies that f(§,t) can be
decomposed into a Fourier integral. Furthermore, assuming
that the solution of Eq. (41l) can be decomposed in time,

we arrive at the Helmholtz equation
2 w?
v pm(x) + o7 pw(x) = -4nfw(x) (42)

It should be noted here that L. Fortuin, in [Ref. 16]
showed that the Helmholtz equation is not exactly correct
for a medium with a time dependent boundary. The equation
can, however, be used with a good approximation when the
time derivative of the surface elevation is much smaller
than the speed of the waves through the medium. For under-
water sound waves scattered by the rough sea surface, this
means that the wind speed has to be much less than the
sound speed; a requirement easily fulfilled for our inves-
tigation.

Green's method allows the solution of this linear in-
homogeneous wave equation to be expressed in the

heuristic Helmholtz integral form:

p (x')
pw(x)=/fw(x‘)c;w(xx*)d’x%{v({c(xx‘)—‘”—-l— (43)
v 4 an
. 3Gw(xx‘) .
- p,(x") - }da
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The first integral on the RHS of Eq. (43) contains
the sound sources and the bulk (volume) scattering. The
second integral represents the surface scattering and is
taken over all finite surfaces.

Now, disregarding the direct path, the signal at the
receiver is given by the surface integral alone:

PP
¥ (x2) = /{G(xzx‘) —2 - p (x")2E}da! (44)
Z an' an'

wiiere the subscript s denotes the scattered field. 1In
order to solve Eq. (44) the following must be done:
-Give an approximate expression for the incident
wave.
~-Find an appropriate Greens function.
-Make an approximation for pw(xl) and 3p /dn at
the surface.
As we already have assumed a simple harmonic source,
the incident wave can be expressed as:
(1)

,'s . .
(xl)=(HZE:) % elkR - BD elkR (45)

P R

w

where

Sl iondl vi- pwt By -

: power output.

D: illumination function.

Assuming kR>>1, i.e., that the distance of the source

is large compared to the wavelength, the wave in the

bounded ensonified area can be considered as a plane wave

ook g AR
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characterized by its propagation vector

;i
k; = -k—
%]

thus obtaining the expression for the incident wave:
p, P (x,) = BB KRy oiki &’ (46)
Further assuming that the receiver is sufficiently far
removed from the scattering area with the rest of the sea
surface not contributing, then the scattering area acts as
a small induced source in a free space and we can approxi-
mate the propagation of the scattered waves from the en-
sonified region in terms of the free field Greens function:

kR Likg X
e
R2

G(x2x1)*> (47)

where

;{2
kg = kT§:|
We further assume that each surface element da' acts as a
small reflector, and that the response of da' to the inci-
dent wave is that of a "local reaction," i.e., independent
of any other part of the ensonified area A.
Then, the Kirchhoff's approximation where it is assumed
that p and 3p/3n vanish everywhere on the surface except at
the ensonified area and that the values of p and 3p/3n are

proportional to the incident wave, allow the scattered
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"target" strength for the ensonified area to be approxi-

mated as:
(x} n (1) ,.1
p,(x)} =Rp T (x}) (48)
A

, 5 (1)

2P| = RIE_

an' A on't
where

p 1is the locally reflected wave.

=
1]

reflection coefficient.

plclcos 6-pc cos 8!, ¢ c!

sing

I
plclcos 6+pc cos 8! sing!?

Finally, assuming a Gaussian illumination function:

pD=e X Y (49)

where
X and Y are the effective dimensions of the illuminated
area.

The scattering integral based on the Kirchhoff's approxi-

mation can be expressed as:

. na ik (R1+R2) 2y 1 1
pw(S)(xz) - .ikBe P\f(elezes)1.771)921(0Lx +8y ")

2TR1R:
Q2ic(x'yh) dxldy? (50)
where
a = g (sin 8, - sin 8, cos 6;)
B=-§ sin 9, sin 6,
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Y = —%(cos 6, + cos 68,)

¢ (x'y!) = surface displacement function.

The above scattering integral is then applied to a randomly
rough surface where the surface displacement function [ is
a random variable assumed to be represented by a Gaussian

PDF expressed as
_r2 2
1 e z°/2¢
ovZm

w(zg) = (51)

with zero mean and variance o2.

Also, assume that the surface is slowly varying so that
the signal reflects from an essentially stationary surface
and that the succession of received scattered signals Py
are assumed to form a satistically independent set of
sample functions from which sequence N the first and second
moment of the field can be investigated. Doing so Clay and
Tolstoy [Ref. 15] found that the mean reflected signal can

be expressed as

2.2
<Pw(s)(xz)>§ = P e 270 {52)

where
= »(8)
P, = P,  (x2)] £=0
is the signal reflected by a mirror-like surface,

other factors being the same.
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It is seen from the above that
l. For ¢-0, éll displacements ¢ have zero proba-
bility and the mean signal tends to P, - Further-
more, all elements contribute to the scattering
coherently.

2. For o>>k, all displacements 7 are equally probable.

There are large phase shifts between contributions

from different surface elements and they tend to cancel

each other and the scattering radiation is incoherent.

The second moment is defined as:

T
1 -
<s?(t) & T gr s?(t)ydat = <pP*>; —<pp*>, (53)
where
) = L2 b2 (6) - Nep(t)>7] (54)
s N 1 Pn P N

In this expression the operation of squaring the signal has
to be considered. However, each surface element has a
different ¢ for a random surface. Thus, the probability
of finding element dx' dy' with ., and element g2 with

dx" dy" is expressed in the bivariate distribution function

assumed to be Gaussian and of the form:

1 1

W(c1G2)= % el - (z12+21%-221229)] (55)
2m02 (1= ?) 2(1l-y?)o?
where
pEm = = coi(xiyie) oL (xmyte)> (56)
o
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is the cross—-correlation function characterizing
the surface shape.
Changing to polar coordinate leads to Eg. 6.51 of Ref. 15
where:
® A 24207y —dv2a2
<s?>q /’ D JO(ZKr)[e 4yTo (1 p)—e 470 ] rdr (57)
Here Jo is the Bessel function of zero order and x is the

transformation parameter given as

a
cos 6

As seen from Eq. (57)

1. PFor rough surface, v%?is large and the second
term in the bracket, the coherent part, is
negligible.

2. For smooth surface, y2%0?is zero and the whole
bracket is zero.

Since Eg. (57) cannot be integrated directly, Clay and
Tolstoy [Ref. 15] consider it for small and large Yo
separately.

Thus, concentrating on the high frequency limit, Clay

and Tolstoy assumed y?c?>>1 and showed that:

-The coherent component is negligible.

-<s?> = <pp*>, as the means tends to zero,

oo

<sz>§.<pp*>aﬁo (2¢r)e
0

4y"o" (1 ll’)rdr: v2g%>>1 (58)
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Equation (58) consists of the product of an oscillatory
function and an exponential function. Because of the Bessel
function, the main contribution to the integral is near r=0.
Near r=0 the phase changes slowly and the expression can be
evaluated by the method of stationary phase. Thus, the

expression of ¢ about r=0 is given as:

- 1+m"(0)%; (59)

Furthermore, Clay and Tolstoy show that y" (0) can be related

to the characteristics of the surface as:

9" (0) | = 3 <gi?> (60)
ag

Finally, Clay and Tolstoy show that the scattering signal

can be expressed as:

4y¢ag?>>1
<g?> = <pp*> = <P ,R*> Az S, s (61)

hf’
R2 2,12 1
(2vy°<z >)>>-§5-

where
A = ensonified area
<p,pf>: the expected average value of p,?, where
p:1 is the incoming pressure to the
luminated area.

hE = scattering function

x2

e (2y2%<g'?>)

£2(8)R?
2m(cos 8, + cos 6,)2%<ri?>
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l+cosf,c0s80,~-sinf ;3in6,c0s8;

£(8) = £(8.6:65) = Ccosb+cosd,

R = p'c'cost -pc cosf! ¢ _ ¢!
p'clcosd + pc cosf' sin®  sing!

. - _k

(= -3 (cos 8, + cos 9;)

K = X

cos B

a = % (sin 6,- sin 6, cos §6,)

_ 2m
k=7
<z'?> = (3 + 5.12W) x 10—3; W = wind speed in m/s.

Equation (61) is wvalid for:
4y%g?>>1

(2y2<ci?5)>> 2

In summary, the reflection of high frequency signals yields
scattered radiation which is incoherent. Furthermore, as
pointed out by Clay and Tolstoy in [Ref. 15] although the
radiation is primarily scattered in the specular direction,
parts are scattered in all directions. As seen from

Eq. (61) the scattering function Shf is primarily dependent
on the mean square slope of the surface <z!?> and neither
the mean square wave height ¢? nor the correlation distance

are important. Furthermore, it is noticeable that in the
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high frequency limit the scattering function is independent

of the frequency since

k? 2
e = ————— +]1 when r°-«

(2y2<gt?>)

C. GEOMETRICAL SHADOWING

The phenomena of shadowing of some surface areas by
others has to be considered either when the surface irreg-
ularities are large with respect to the incident wavelength
or when the grazing angle is small.

The few papers devoted to this subject are aimed mainly
towards calculation of a "Shadowing function" based on
the statistics of the surface.

An explicit method, geometrical shadowing, has been
introduced by P. Bechmann [Ref. 17] where the shadowing
function S(6) is the probability that the point z (Fig. 25)

is illuminated.
S(6) = exp [—/q(x)dx] (62)
[4]

where:
q(x) is the probability that ¢ is shaded by ¢ in
the interval (x,x+dx) given that it is not shaded
in (0,x).

This calculation of S(8) only considers the elevation of

the surface observation point. However, the slope also

plays a role in that if its value exceeds cotf the point
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will certainly be shaded. Thus, R. Wagner, in Ref. 18,
incorporated both 7 and ¢' using P. Bechmann's method and
found that the conditional probability that a point on the
surface is illuminated, given that it has height 7 and

slope ¢!, can be expressed as:
S(8:1]z1,2,") = GXP[-‘/q(x)dx] u(cotd - ') (63)
Q

where
u: 1is the unit step function.
g(x): 1is the conditional probability that ¢ is
shadowed in the interval (x,x+dx) given that
it is not shadowed in (0,x).
The function g(x) cannot be calculated exactly. Thus,
R. Wagner made the approximation that, for all x, the
probability that 7 crosses the ray in dx is independent of
the values of ¢ and ¢! at x=0. 1In the above, no mention
has been made of the direction of observation. However,
in this respect, R. Wagner [Ref. 18] points out that in
the high frequency limit only those portiohs of the
surface which are illuminated simultaneously by rays in
the direction of incidence and observation can contribute
to the observed scattered power. For this condition,
R. Wagner introduced both directions as independent
variables in the so~called bistatic shadowing probabilities

where he defines:
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1. S(8:0,}%1,5,') to be the conditional probability
that the surface will not cross the incoming ray
(Ray 1) or the outgoing ray (Ray 2) anywhere,
given that both rays pass through an arbitrary
point or the surface with displacement ¢ and slope ¢'.
2. S(6:]62,Z21,%:') to be the conditional probability
that the surface does not cross Ray 1, given that
it does not cross Ray 2 and that both rays pass
through the point 7 having slope z'.
Thus, the conditional shadowing function can be expressed
as:
S(81,02(21,%1') = S(8,(02,2:1,%.") S(62]C1,C.1") (64)
The shadowing function is then obtained by averaging

over all possible heights and slopes

S5(6:,62) = A/S(exlezIC,C') w(z,g')de 4z’ (65)
0

Here w(z,z') is the bivariate PDF of the surface height

and slope, assumed to be Gaussian

¥

Wz, o) = 5= (b v, "7 expl g Zhi:,"l} (66)

where Yo =0° and ¢'' are the values at 1=0 of the correla-

tion function and its second derivatives, respectively.
For the region 0<6<% where the probability of crossing

one ray is assumed independent of that of crossing the

other, R. Wagner found that the bistatic shadowing function
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could be expressed as:

{l-exp[-2(B1+B;) ] Ix{exrf v,+erf v,}

S(8:,82) = A5 78] (67)
where
_ exp(-viz)-/? v, erfc v,
Bi" ,l=l'2
4n vi
n. [ n; |

Vi— ,l = = 1=112

202 |y "] 212

as we from Eg. (60) have that o?|y"(0)]

= <gl?> = 2

and noting that

2 X g2
Error function erf(x) = — /f e dt
T 9
2 [ ~t?
Complementary error function erfc(x) = = /’ e dt
X

The shadowing function $(8,,9.) is, in short, the fraction
of the surface still illuminated. As seen from Eq. (60),
the scattered field, in the high frequency case, is pro-
portional to the illuminated area. Hence, the shadowing
effect of a rough surface can be introduced by multiplying

the ensonified area A by the shadowing function S(6,,6.).
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D. ESTIMATING THE SURFACE SCATTERING EFFECT

The following estimations are based on calculations
in the specular direction, which is, as pointed out
earlier, expected to give the maximum supplementary
scattering effect. Hence, in the specular direction where
8, = 62 = 6 and 83 = OO, the scattering function Shf

reduces to the following expression:

2

2 2 - K
S, ¢ = £2(8) R _ o THTSTTST (63)
2 (cos6:+cos8,) 2<glt?>
RZ
S )
hf gn<gt?s>
as
£(8) = cos®
Yy = kcos®
a =0
- o
X = Gose 0

As pointed out in the previous paragraph, the reflection
of very high frequency signals by the sea surface yields
scattered radiation that is incoherent under the assumption
that

4y%g%>>1

(2y2<zt?>) >>§1;-

Before we launch into the calculations, we will verify
these criteria for the frequency range of interest: 60 and

30 kHz.
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Utilizing
vy2 = k? cos?8 a=8.1x 103
L
g2 = W R = 0.74
4B8g?
<c'?> = (3 + 5.12W) x 1073 g = 9.81 m/s?

and assuming a windspeed of 10 m/s (SS3) yields

a® =0.30m? ; 0 =0.55m

<r'?> = 5,42 x 10”2

For 60 kHz(A = .025 m) and low grazing angles, e.g., g8 = 85°

2

4v2%0% = 5,75 x 10° >>1

(2y2<zi?s) = 5.2 x 10% >> L

R2

and the first order 5.2>>-1 , R20.5m.
RZ

Thus, for the 60 kHz case, the criteria are fulfilled.
For 30 kHz (A=.05m) and 6=85°.
402y2 = 1.44 x 10%>>1

(2y2<gi?>) = 13>> L

R
again the first order R>1.0 m.
Thus, also for the 30 kHz case the criteria are fulfilled.
Similarly, for the shadowing function in the specular
direction
0<8; = 8, = 8 < /2 and 83 = 0

we obtain the following simplified expression
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S(8) = S(6,,8;) = l}‘ex%é-4B)Jerfv (69)
f
as
Vi = Vy =V = T‘ll = IL]
(202Iw0"11§ (222)
Ny = nz =n = cotd

[exp(-v3)=/7 v erfc vl
4/7 v

In summary, for specular scattering at the high frequency

Bl=Bz=B=

limit, the expected average value of p?, where p is the
pressure field at the receiver, is then obtained from the :

following simplified expressions:

AS (8)

2
PPT> ST Sne (70)

>

<s

AS (8) R?

> = <pp*>
81’R22<C_,12>

<s

where

- l-exp(-4B)erfv
4B

[n| = cots

S(9)

S

z 2

SHR .

[exp (-v3)-vTv erfc v]
4(n)k v

2o WA A AR Tk e s
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<g'?> = £2 = (3 + 5.12W) x 107° ; W = windspeed in
m/s.
_ p'clcosd - p c coss! c _ c!
R = . - =

plclcosd + p c coso!

From Ref. 19 we use the following air/sea water inter-
face data:

1. For air ¢' = 343 m/s and pl'c! = 415 Rayls.

2. For sea water ¢ = 1500 m/s and pc = 1.54 x lO6 Rayls.

The estimation of the illuminated area A for specular
scattering where 6, = 8, = 0 and 6; = 0, is based on the
geometry illustrated in Fig. 24b. The illuminated area
is given by

A = 7mab (71)

Assuming the following data to be known

hs = depth of the source
hr = depth of the receiver
A¢ = the half beam width of the directional receiver.

Both a and b of Eg. (71) can be calculated in terms of the

detection range RD as follows:

Rp My
X2 = B3R (72)
S T
h
X1 = Ry = Xz = Rp(l-g—g=) ; & = tan l(h_;ﬁ—')
s r s I
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xl
R, =
sin®9
Ry = 1
2 T sino

To a good approximation when 6 = 7/2, we have

[}
]

b

R sin({A¢)

h

x, = Ry(l =~ ) (73)
S Ir

Rp Bp

(F_+h_)sing sin(4¢)

The expression for <s?> is then introduced as a supple-

ment to the direct path to the receiver in the following

way:

By utilizing the relationship

™

I = —

pC

(74)

for the intensity, the scattering intensity at the receiver

and the intensity

I =E
S pC
)
pl
pc

I, =

Equation (70) can

I_ =1,

IS/II =

at the ensonified area are, respectively,

<g?>
C

<p1p1*>

(*1¢]

thus be written as

AS(8) R?

2
87R, <z!?>

As(8) R?

BnR22<c‘2>
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I

I
= s/ ref _
10109 Is/Il lQlOg I_;éi—; = KO

re

IL, = IL(R,) = K_

We then have to determine IL(R,)

TL = SPL(1l) - SPL(R,) = 20logR,
SPL(R,) = IL(R,) = 1l0logI,
SPL(l) = SL

yielding

IL(R,)

SL ~ 20logR, = K;
Then

IL K_+ K,

suppl = %o

is the supplement to the direct path, and

ILdirect = SL - 2OlogRD = K,
IL,.
_ . direct _
Lgirect/ Iref = anti log —35=— = K,
ILs
J Isuppl/Iref = anti log T0 = K,
‘ The total intensity of the receiver is thus
I /1 = Idire;:t + Isuppl =K +K. =K
[N 5 [
Tot’ "ref Iref
ILTot = 10logK¢ = K,
66
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Thus, the effect of the randomly rough surface compared

to the idealized free-field condition can be expressed as

AIL = IL = K, (80)

Tot ~ direct
A calculator program on a Texas Instrument 59 (later
called TI 59) was developed to perform these calculations.

A block diagram of the program is outlined in Fig. (26)
and the programs steps together with a detailed description
is given in Appendix B. The calculations are based on the

following fixed data

hs =2 m
hr = 6m
A = 10°
W = 10 m/s (SS3)

Then, varying the detection range from R = 2000 m to 100 m

gives the difference between ILTO and IL

£ direct plotted in

Fig. (27).

E. CONCLUSION AND DISCUSSION

As seen from Fig. (27) the supplementary effect of
the scattering from a rough surface in the high frequency
case is negligible compared to the direct path.

In saying so, it also should be pointed out that the
Helmholtz-Kirchhoff's approach may be limited as it does

not take into account the diffraction effects from crests
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and throughs of the ensonified area, an effect which
becomes increasingly important at low grazing angles,
high frequency and when the rough surface is a super-

position of swell and capillary waves.
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VII. THE EFFECT OF SCATTERING AND ABSORPTION FROM THE SUB-

SURFACE OCEAN LAYER

A. GENERAL SCATTERING THEORY

Generally when a region (volume) scatters sound, some
of the energy carried by the incident wave is dispersed.

The energy lost by the incident wave may be absorbed
by the scatterers or it may be simply deflected from its
original course. The amount of energy lost per second by
the incident wave divided by the incident wave's intensity
is called the total cross section 9 of the region and is

the sum of the absorption and scattering cross sections

IIs+rIa
9, = T
P
where
HS = scattered power
Ha = absorbed power

The existence of gas bubbles in the subsurface ocean
layer modifies the forward scattering in the following
two major ways:
1. The bubbles can resonate. When the bubbles are
excited at a frequency near its natural frequency,
it very efficiently absorbs and scatters the inci-

dent wave. At resonance, the scattering and
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absorption cross section of a typical bubble at sea
is of the order 103 times its geometrical cross
section.

2. The bubbles change the effective compressibility of

the water and cause the speed of sound to be a
function of frequency, i.e., the medium is dispersive.
We will investigate and discuss these effects by separately
estimating:
1. The attenuation due to the bubbles and

2. the refraction by bubbles.

B. ABSORPTION MODEL

The choice of model for the subsurface ocean layer depends
on whether the medium has a teneous or a dense distribution
of scatterers. When the bubble density is teneous, both
"single scattering” and "first order multiple scattering”
approximation solutions are applicable.

On the other extreme, when the bubble density is high,
the so-~called "diffusion" approximation can be used.
Between these two extremes, multiple scattering effects are
important.

The multiple scattering theory, which in the limit also
contains the first order approximation, will be used to
estimate effects of attenuation due to bubbles, on the
propagation of propeller noise from the target to the

torpedo.
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The geometry of the propagation model is illustrated
in Fig. (28) where it is assumed that a plane wave is
incident on a semi-infinite (disregarding the sea surface)
slab of thickness x containing a number of randomly dis-
tributed bubbles. The plane wave approximation is valid
if the incident sound has a wavelength A much greater
than the bubble-radius a

ka<<1l
where

k=w/c=2T/X
The receiver is located outside the slab and the beam
pattern of the receiver is represented by the solid angle
Qr.

We are interested in the estimating of the total power
received, taking into account the multiple scattering
process in the inhomogeneous slab as well as the beam
pattern of the receiver.

The mathematical formulation of this problem is based
on Twersky's theory of multiple scattering. Since the
theory is presented in Ref. 20 only, the basic formulation,
major assumptions, and the end results will be presented
here.

The total intensity is the average of the square of

the magnitude of the total field:
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where

the scalar field at the receiver location ;a’

see Fig. (29), is the sum of the incident wave ¢
and the contribution from all N scatterers.
|<y®>|? is the coherent intensity based on the
average field <y3>. <|wfa|2> is the incoherent
intensity based on the fluctuating field wfa.

In Twersky's theory, the multiple scattering process is
described by the following set of integral equations which
Eg. (81) must satisfy:

<> = J<®> 1+ v B <uBt0(E e, (82)
where

_ a a t >
v,© o= Us + Ut Ve o(rt)dt

is an operator representing ali the scattering processes

from s to a. (See Fig. (28).) It should be noted that
Twersky's theory includes all the multiply scattered waves
that involve chains of successive scattering going through
different scatterers. (See Fig. (2%9a).) However, the theory
neglects the terms which include an individual

scatterer more than once, as illustrated by Fig. (29b).
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Thus Twersky's theory is expected to give good results
when back scattering is insignificant compared to the
scattering in other directions,

As typical for most integral equations, Twersky being
no exception, detailed complete solutions are difficult
to obtain. However, Twersky gave an approximate solution
to Eq. (8l1) and Eq. (82), which according to Ref. 20 have
been found to agree reasonably well with experimental data.
This solution is based on the following main assumptions:

-Backscattering is assumed to be small compared to

scattering in other directions.

~Scattering is mostly concentrated in the forward

direction. This is reasonable based on the assumed
random distribution of the bubbles; i.e., no rein-
forcement of the radiation pattern occurs except in
the direction of the incident wave.

~The angle eas is small, i.e., eas = 0°,

This leads to the following expression for the total
intensity at the receiver: ;

<|p?|%> =T = exp (-p0 X} exp (=00 x) (83

+q[1-exp(-posx)]

where

il Db 5

Oy = absorption cross section

og = scattering cross section

b

73

O s

A A NG A, 11 97— <. nert e




2
4£‘f| dQs

f = the amplitude function
g = the fraction of total scattered power collected by
the receiver as illustrated in Fig. 30 and
p = is the bubble density, i.e., the number of
scatterers per unit volume.
For small values of px we see from Eq. (82) that the
coherent part dominates:

InT = -(oa+os)px (84)

In this limit the multiple scattering result is equiva-
lent to that obtained from single scattering considerations.

For large values of px which corresponds to very dense
or very wide slab of scatterers, the incoherent intensity
dominates

InT * lnq - 0,PX (85)

In this latter case, it is notable that when Qr;ZW,
the receiver collects almost all the scattered power

inT = - g,PX (86)

The first case, representing the situation for teneous
density of scatterers and/or narrow beam pattern of the
receiver, gives a good approximation to the situation of

interest in the thesis. It also represents the case for
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which no scattered power is received. This will be
approximately true for a narrow-beam width receiver. We
will, therefore, investigate the coherent intensity first.
Also, the incoherent case, as represented by Egq. (86)
will be investigated, where only losses due to absorption

are incorporated.

C. THE COHERENT INTENSITY CASE
For the coherent case the intensity level after the

incident wave has traversed a distance x is

I, = Ip exp[-(oa+cs)px] (87)
where

Ip = incident plane wave intensity.
The change in intensity over the distance x is

AIL = 10109%’:- _p o {—I(;aws)px] (88)

10logexp [-(o +o)px]

The excess attenuation per unit distance due to bubbles

is thus
AIL _ —(ca+cs) px log e
a = = ===« |
X X
= (oa+os) p log e
a = 4.34 Gy P in dB/m. (89)

However, this only takes into account bubbles of one
size. In a bubbly medium there is a spectrum of radii.
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The probability density function for finding a bubble size
between radii a and a+da is

W(a) = “‘T""’ (90)

where

@

[/ w(a)da = 1
o]

n(a)da is the number of bubbles per unit volume
having radii between a and a+da. It is common to
use da=1 um,

o

p = n(a)da is the total number of bubbles per
fmit volume.
As the extinction cross section also is a function of
the radius (See Eg. (93).), the absorption due to
bubbles is obtained by integrating Eq. (89) over all

possible radii

®

a = 4.34 ‘/ ce(a)n(a)da (91)
0

To calculate the absorption coefficient, the extinction
cross section O must be derived from the general bubble
dynamic relationship. This is done in detail by C. Clay
and H. Medwin [Ref. 21] from which the following results

are taken,
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The scattering cross section

where

r[s
G, = = (92)
S I
P
- 4132
[(fr/f)z-l]2+62
2vybgp
= - 1 Ak
fr = resonance frequency = VETY ( o )
£ = fo = operating frequency
§ = damping constant = Gr + ét + Gv
= d r.2 4u
ka + (B) (T) + E;\W
a = bubble radii
% = 3(y- l)[X(51n h x + sin x) -2(cos h 5 cOS g —
X*(cos h X - cos X) + 3(y-1)(sin h X - sin X
3w _C
X = a(__%ﬂ_ﬂi)5
g
kg = thermal conductivity of gas
. _ 2t
pg density of gas = pgA[l a)](].+0 .12)
pgAsdensity of gas at sea level
T = surface tension
P, = 1.013 x 10°(1+0.12)
z = bubble depth in m.
Cpg’ specific heat of constant pressure of gas
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shear viscosity of water

r
[l

y = 7/5, for diatomic gas

Pp = density for sea water
. = R — -1
b = [l+(%)21-1 [l + 31"1 sSin h-X - Sln_é]
X cos h X - cos X ‘
- 21 .
B=1+ Ppa (1 3yb)
Furthermore:
2 .
[(fr/ff -172+62
and

9. = 0_=~0 (94)

a e °s
A detailed computer program, as outlined in Appendix B,
was developed for the TI 59 to handle the derivation of

o] g_, and S, based on an assumed receiver depth of z = 6 m.

s’ “e

FPor the 60 kHz case, both the extinction cross section
%e and the absorption cross section o, are given in Fig. 31
as a function of bubble radius a.

Similarly, Fig. 32 gives Og and %a for the 30 kHz case.
Superimposed on these figures are the curves for n(a)da as
calculated from the following: Figures 5 - 7 of Ref. 2
give the resonant bubble densities in a 1 um band as a ,
function of depth and with the wind speed as parameter for

the three discrete frequencies 12 kHz, 38 kHz and 120 kHz.
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Based on these data, Fig. 33 shows the interpolated bubble

density a